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 The main goal of QIP is the flexible generation of quantum states from individual two-level systems 

(qubits). The state of the individual qubits should be changed coherently and the interaction strength 

among them should be controllable. At the same time, those systems which are discussed for data com-

munication must be optically active which means, that they should show a high oscillator strength for an 

electric dipole transition between their ground and some optically excited state. Individual ions or ion 

strings have been applied with great success. Here, currently up to eight ions in a string have been cooled 

to their ground state, addressed and manipulated individually [5]. Owing to careful construction of the 

ion trap, decoherence is reduced to a minimum [6]. Landmark experiments, like teleportation of quantum 

states among ions [7, 8] and first quantum algorithms have been shown in these systems [9, 10]. 

 In solid state physics different types of hardware are discussed for QIP. Because dephasing is fast in 

most situations in solids only specific systems allow for controlled generation of a quantum state with 

preservation of phase coherence for a sufficient time. Currently three systems are under discussion. Su-

perconducting systems are either realized as flux or charge quantized individual units [11]. Their strength 

lies in the long coherence times and meanwhile well established control of quantum states. Main pro-

gresses have been achieved with quantum dots as individual quantum systems. Initially the electronic 

ground as well as excited states (exciton ground state) have been used as definition of qubits [12]. Mean-

while the spin of individual electrons either in a single quantum dot or coupled GaAs quantum dots has 

been subject to control experiments [13–15]. Because of the presence of paramagnetic nuclear spins, the 

electron spin is subject to decoherence or a static inhomogeneous frequency distribution. Hence, a further 

direction of research are Si or SiGe quantum dots where practically no paramagnetic nuclear spins play a 

significant role. The third system under investigation are phosphorus impurities in silicon [16]. Phospho-

rus implanted in Si is an electron paramagnetic impurity with a nuclear spin I = 1/2. The coherence times 

are known to be long at low temperature. The electron or nuclear spins form a well controllable two-level 

system. Addressing of individual spins is planned via magnetic field gradients. Major obstacles with 

respect to nanostructuring of the system have been overcome, while the readout of single spins based on 

spin-to-charge conversion with consecutive detection of charge state has not been successful yet. 

2 Colour centres in diamond 

There are more then 100 luminescent defects in diamond. A significant fraction has been analysed in 

detail such that their charge and spin state is known under equilibrium conditions [17]. For this review 

nitrogen related defects are of particular importance. They are most abundant in diamond since nitrogen 

is a prominent impurity in the material. Nitrogen is a defect which either exists as a single substitutional 

impurity or in aggregated form. The single substitutional nitrogen has an infrared local mode of vibration 

Fig. 1 (online colour at: www.pss-a.com) Schematic represen-

tation of the nitrogen vacancy (NV) centre structure. 
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Figure 1 Overview of a diamond-based magnetometer. a, Level structure of a
single nitrogen-vacancy centre. The nitrogen-vacancy-centre’s ground state is a
spin triplet with a�= 2.87GHz crystal field splitting and a Zeeman shift �!.
Under the application of green light (⇠532 nm), the nitrogen-vacancy centre initially
exhibits spin-dependent photoluminescence, even at room temperature, enabling
optical detection of electronic spin resonance. After continued illumination, the
nitrogen-vacancy spin is pumped into the ground state ms = 0. b, Crystal
structure of diamond with a (111) nitrogen-vacancy centre. A static bias field B? is
applied perpendicular to the 111 axis, and small magnetic fields aligned with the
111 axis are detected as the signal. c, A nanocrystal of diamond at the end of a
waveguide for photon collection, with resolution limited by the size of the crystal.
d, A macroscopic sample of diamond, with resolution limited by optics, enables high
spatial resolution and signal-to-noise. A green laser produces spin-dependent
photoluminescence, detected by measuring red light imaged onto a CCD.

Increasing the interrogation time ⌧ improves the sensitivity
until random (environmental) perturbations lead to decay of the
free-precession signal. In the case of solid-state spin systems, the
coherence is limited by interactions with nearby lattice nuclei and
paramagnetic impurities, resulting in an ensemble dephasing time
T⇤

2 . Furthermore, there will be a finite number of fluorescence
photons collected and detected, leading to extra photon shot noise,
and a finite contrast to the Ramsey fringes. We describe these eVects
by a single parameter C  1, which approaches unity for ideal,
single-shot readout (see Methods section). The optimum sensitivity
of a magnetometer based on a single electronic spin, achieved for
⌧ ⇠ T⇤

2 , is given by

⌘d.c. ⇡ h̄

gµBC
p

T⇤
2

.

For current experiments15, with detection eYciency ⇠10�3,
C ⇡ 0.05 and T⇤

2 ⇠ 1 µs. This yields an optimal sensitivity
⇠1 µT Hz�1/2. Improving the collection eYciency by using a
tapered fibre or a plasmonic waveguide20 to ⌘ ⇠ 5% yields C ⇡ 0.3
and leads to a sensitivity ⇠120 nT Hz�1/2.

Coherent control techniques can improve the sensitivity for a.c.
fields. Owing to the long correlation times characteristic of dipolar
interactions between spins in systems such as diamond—the
principal source of dephasing—spin echo techniques can markedly
extend the coherence time. Specifically, by adding an extra
microwave ⇡ pulse to the Ramsey sequence at time ⌧/2, the
Hahn echo sequence (Fig. 2a) removes the eVect of environmental
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Figure 2 Control sequences for various operation modes of the magnetometer
and corresponding sensitivities to magnetic fields. a, ESR pulse sequences for
magnetometry, where x and y indicate the linear polarization of the ESR pulse in the
laboratory frame. Left: Ramsey pulse sequence for d.c.-field measurement.
Middle: Echo-based pulse sequence for a.c. magnetometry ⇡/2|
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, where nc is the number of repetitions of the paired ⇡
pulses. For small accumulated phases, a signal linear in the field can also be
obtained with all pulses along the x direction if a reference field Bref sin(2⇡t/⌧ ) is
added. b, d.c. and a.c. sensitivity to magnetic fields for a single nitrogen-vacancy
centre as a function of signal frequency, ⌫. Also shown is the expected performance
of CPMG composite pulse sequences, with the optimum nc as described in Methods
section. Parameters used assume carbon-13-limited coherence with T ⇤

2 = 1µs
(ref. 13), T2 = 300µs (ref. 15), t

m

= 1µs, C= 0.3, T1 = 20ms (ref. 18) and an
error per pulse of 1%.

perturbations with a correlation time that is long compared
with ⌧. Thus, a signal field b(t) oscillating in-phase with the
pulse sequence produces an overall additive phase shift, leading
to a total phase accumulation, �� = (gµB/h̄)[R ⌧/2

0
b(t) dt �R ⌧

⌧/2
b(t) dt]. For a signal field of frequency ⌫ and initial phase

'0, b(t) = b sin(⌫t + '0), this yields �� = (gµB/h̄)b⌧f (⌫⌧,'0),
with f (x,'0) = (sin2(x/4)cos(x/2+'0)/x/4). In essence, the
spin echo enables us to extend the interrogation time ⌧ from the
limit set by T⇤

2 up to a value T2 that is close to the intrinsic spin
coherence time, at the cost of a reduced bandwidth and insensitivity
to frequencies ⇠<1/T2. For maximal response to continuous-wave
signals with known frequency and phase (assuming small b), we
find ⌧ = 2⇡/⌫ and '0 = 0 to be optimal. For signals with a time
dependence that is a priori unknown, it is useful to measure
the signal variance, which provides equivalent performance (see
Methods section). In either case, the sensitivity is improved by
⇡p

T⇤
2 /T2:

⌘a.c. ⇡ ⇡h̄

2gµBC
p

T2

.

The optimum sensitivity is achieved only for fields oscillating
near ⌫ ⇠ 1/T2. However, these results can be easily extended to
higher frequency signals. In particular, for signal field oscillation
periods shorter than the dephasing time, the interrogation time
need not be restricted to the duration of one period, but can
be multiples of it. Then, composite pulse sequences such as
the Carr–Purcell–Meiboom–Gill21 (CPMG) sequence may perform
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at 1344 cm
–1

. The centre is at a C
3v

 symmetry site. It is a deep electron donor, probably 1.7 eV below the 

conduction band edge. There is an EPR signal associated with this defect, called P1, which identifies it to 

be an electron paramagnetic system with S = 1/2 ground state [17]. Nitrogen aggregates are, most com-

monly, pairs of neighbouring substitutional atoms, the A aggregates, and groups of four around a va-

cancy, the B aggregate. All three forms of nitrogen impurities have distinct infrared spectra. 

 Another defect often found in nitrogen rich type Ib diamond samples after irradiation damage is the 

nitrogen vacancy defect centre, see Fig. 1. This defect gives rise to a strong absorption at 1.945 eV 

(637 nm) [18]. At low temperature the absorption is marked by a narrow optical resonance line (zero 

phonon line) followed by prominent vibronic side bands, see Fig. 2. Electron spin resonance measure-

ment have indicated that the defect has an electron paramagnetic ground state with electron spin angular 

momentum S = 1 [19]. The zero field splitting parameters were found to be D = 2.88 GHz and E = 0 

indicating a C
3v symmetry of the electron spin wavefunction. From measurements of the hyperfine cou-

pling constant to the nitrogen nuclear spin and carbon spins in the first coordination shell it was con-

cluded that roughly 70% of the unpaired electron spin density is found at the three nearest neighbour 

carbon atoms, whereas the spin density at the nitrogen is only 2%. Obviously the electrons spend most of 

their time at the three carbons next to the vacancy. To explain the triplet ground state mostly a six elec-

tron model is invoked which requires the defect to be negatively charged i.e. to be NV
–

 [20]. Hole burn-

ing experiments and the high radiative recombination rate (lifetime roughly 11 ns [21], quantum yield 

0.7) indicate that the optically excited state is also a spin triplet. The width of the spectral holes burned 

into the inhomogeneous absorption profile were found to be on the order of 50 MHz [22, 23]. Detailed 

investigation of the excited state dephasing and hole burning have caused speculations to as whether the 

excited state is subject to a Jan–Teller splitting [24, 25]. From group theoretical arguments it is con-

cluded that the ground state is 
3

A and the excited state is of 
3

E symmetry. In the C
3v

 group this state thus 

comprises two degenerate substrates 
3

E
x,y

 with an orthogonal polarization of the optical transition. Photon 

echo experiments have been interpreted in terms of a Jan Teller splitting of 40 cm
–1

 among these two 

states with fast relaxation among them [24]. However, no further experimental evidence is found to sup-

port this conclusion. Hole burning experiments showed two mechanisms for spectral hole burning: a 

permanent one and a transient mechanism with a time scale on the order of ms [23]. This is either inter-

preted as a spin relaxation mechanism in the ground state or a metastable state in the optical excitation-

emission cycle. Indeed it proved difficult to find evidence for this metastable state and also number and 

energetic position relative to the triplet ground and excited state are still subject of debate. Meanwhile it 

seems to be clear that at least one singlet state is placed between the two triplet states. As a working 

hypothesis it should be assumed throughout this article that the optical excitation emission cycle is de-

scribed by three electronic levels. 

Fig. 2 Fluorescence emission spectra of single NV 

centres at room temperature and LHe temperatures. 

Excitation wavelength was 514 nm. 

 

  

J. M. Taylor, et al. Nature Physics, Vol.4  (2008) 



NV Center Formation 

Märta Tschudin, University of Basel 4 

Irradiation and annealing 
-  High NV density possible 

Implantation and annealing 

-  Locate NVs 

 
CVD growth 
-  NVs near surface 

 

 

 

 

3214 F. Jelezko and J. Wrachtrup: Single defect centres in diamond: A review 

© 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.pss-a.com 

0 100 200 300 400
0,0

0,5

1,0

1,5

2,0 Bunching
g(2) (τ) > 1

Antibunching
g(2) (τ) < 1

g
(2

)
(τ

)

τ, ns
 

 

 

with rates 
21 1

1,2 2 4
=k P P Q- ± - . Here P = k

21
 + k

12
 + k

23
 + k

31
 and Q = k

31
(k

21
 + k

12
) + k

23
(k

31
 + k

12
) with 

23

2 31 12

31

1 2

= .

k

k k k

k

K

k k

+ -

-

 

 This function reproduces the dip in the correlation function g
2

(τ ) for τ  → 0 shown in Fig. 6, which 

indicates that the light detected originates from a single NV. The slope of the curve around 0τ =  is de-

terminded by the pumping power of the laser k
12

 and the decay rate k
21

. For larger times τ  a decay of the 

correlation function becomes visible. This decay marks the ISC process from the excited triplet 
3

E to the 

metastable singlet state 
1

A. Besides the spin quantum jumps detected at low temperature the photon sta-

tistics measurements are the best indication for detection of single centres. It should be noted that the 

radiative decay time depends on the refractive index of the surrounding medium as 1/n
medium

. Because 

n
medium

 of diamond is 2.4 the decay time should increase significantly if the refractive index of the sur-

rounding is reduced. This is indeed observed for NV centres in diamond nanocrystals [51]. It should be  

 

 

Fig. 7 (online colour at: www.pss-a.com) Confocal fluorescence image of various diamond samples 

with different electron irradiation dosages. 

Fig. 6 Fluorescence intensity autocorrelation function of a 

single NV defect at room temperature. 
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|α1〉|α2〉 arising, say, from independent lasers, then

I (r, t) = | f (r)|2{|α1|2 + |α2|2 + 2|α∗
1α2| cos "} (5.71)

which clearly exhibits interference fringes. Interference in light emitted by inde-
pendent lasers was demonstrated experimentally by Magyar and Mandel [5] just
a few years after the invention of the laser.

5.4 Higher-order coherence functions

First-order coherence in Young’s experiment may be understood mathematically
as the result of the factorization of the expectation values in the correlation
function of the fields in both the classical and quantum cases. Such an experiment
is able to determine the degree to which a light source is monochromatic, or to
determine the coherence length of the light, but it says nothing about the statistical
properties of the light. That is, first-order coherence experiments are unable to
distinguish between states of light with identical spectral distributions but with
quite different photon number distributions. We have seen that a single-mode
field in either a number state or a coherent state is first-order quantum coherent
yet the photon distributions of these states are strikingly different.

In the 1950s, Hanbury Brown and Twiss in Manchester [6] developed a new
kind of correlation experiment that involved the correlation of intensities rather
than of fields. A sketch of the experiment is shown in Fig. 5.3. Detectors D1 and
D2 are the same distance from the beam splitter. This setup measures a delayed
coincidence rate where one of the detectors registers a count at time t and the
other a count at t + τ . If τ , the time delay, is smaller than the coherence time τ0,
information on the statistics of the light beam striking the beam splitter can be
determined.
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Figure 2.4: (A) A scanning confocal microscope image of the sample, with a closeup
of the sample region most closely studied. The green dashed line indicates the edge of
the 20 µm copper wire used to deliver microwaves to the sample. (B) Second order
photon correlation function for a single NV center under weak green illumination.
The photon antibunching at delay τ = 0 has g(2)(0) < 1/2, indicating that we are
observing a single NV center. (C) g(2)(τ) under strong green illumination (for a
different NV center). Note that the antibunching feature is surrounded on either
sides by photon bunching, most likely from shelving in the metastable A1 electronic
state [73, 82, 83, 84].

use, it is necessary to divide the emitted photons between two detectors, and measure

the time interval τ between a click in one detector and a click in the second detector.

In the limit of low count rates, this measurement yields the probability of measuring a

photon at time τ conditional on detection of a photon at time 0, which corresponds to

a two-time expectation value for the fluorescence intensity, 〈I(τ)I(0)〉. Normalizing

this quantity to the overall intensity 〈I〉 yields the second order correlation function

L. Childress, Dissertation (2007) 
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showing excitation laser (532 nm), the NV0 zero phonon line (575 nm), the NV− zero phonon line (638 nm), and NV− vibrational side
bands (630–800 nm). In typical experiments, nonresonant excitation at 532 nm is used, and luminescence is collected between 630 and
800 nm. (c) Time-resolved luminescence during a 2-µs laser pulse. The curves show histograms of photon counts for an NV center
excited out of the (blue) mS = 0 and (red ) m = ±1 spin state. (d,e) Electron paramagnetic resonance (EPR) spectrum of a single NV
center at zero and nonzero magnetic field, recorded using the optically detected magnetic resonance technique.
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Figure 4
Characteristics of the nitrogen-vacancy (NV) center. (a) Energy-level diagram of NV−. |g〉 denotes the electronic ground state, |e〉 the
electronic excited state, and |s 〉the metastable singlet state. Wiggly arrows indicate the radiative transition, and black arrows indicate
strong and weak nonradiative decay via the singlet state. (Inset) The three spin sublevels with mS = 0 and mS = ±1 at zero and nonzero
magnetic field B. D is the zero-field splitting and 2γ B is the Zeeman splitting, where γ is the electron gyromagnetic ratio. By
convention, the lower energy transition is associated with ms = −1. (b) Photoluminescence spectrum of an ensemble of NV centers,
showing excitation laser (532 nm), the NV0 zero phonon line (575 nm), the NV− zero phonon line (638 nm), and NV− vibrational side
bands (630–800 nm). In typical experiments, nonresonant excitation at 532 nm is used, and luminescence is collected between 630 and
800 nm. (c) Time-resolved luminescence during a 2-µs laser pulse. The curves show histograms of photon counts for an NV center
excited out of the (blue) mS = 0 and (red ) m = ±1 spin state. (d,e) Electron paramagnetic resonance (EPR) spectrum of a single NV
center at zero and nonzero magnetic field, recorded using the optically detected magnetic resonance technique.
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against one another. The studied samples (Fig. 2a) consisted of a
thin, single-crystalline film of YBCO (thickness dYBCO), which was
grown epitaxially on a SrTiO3 (STO) substrate (see Methods). To
prevent degradation of the superconducting properties of the
YBCO, the films were covered with a protective capping layer (thick-
ness dcap). Two samples were studied (denoted ‘A’ and ‘B’), with
dYBCO = 100 nm (150 nm) and dcap = 60 nm (20 nm), respectively
(table in Fig. 2a). The samples were mounted close to a stripline
for microwave (MW) delivery for NV spin manipulation and a
heater for temperature control. A gold bonding wire was placed
within a few micrometres of the sample, and was connected to the
microwave leads for ESR driving. To nucleate the vortices we
field-cooled the samples from a temperature T >Tc to the system
base temperature in an external magnetic field (Bf .c.

z = 0.4 mT),
which we applied normal to the sample surface.

To image the resulting vortex distribution, we first obtained a
large-area isomagnetic field image using a scanning NV magnet-
ometer. To this end, we fixed the microwave driving frequency
vMW to the zero-field NV-ESR frequency of vESR = 2.87 GHz and
scanned the sample below the stationary NV, the fluorescence of
which was constantly interrogated. Whenever a vortex was
scanned below the NV, the vortex stray magnetic field shifted vESR
away from vMW, resulting in an increase in the NV fluorescence
rate. Bright spots in Fig. 2b therefore signal the presence of individ-
ual vortices in the sample. Given the cooling field of Bf .c.

z = 0.4 mT
and the magnetic flux-quantum Φ0 = h/2e = 2.07 mT μm2 (where h
is Planck’s constant and e is the electron charge), one expects a

vortex density of Bf .c.
z /Φ0 = 0.19 μm−2, that is, 43 vortices in the

scan range of 15 μm × 15 μm, in fair agreement with the 27 vortices
observed in Fig. 2.

Further insight into individual vortices can be gained by full,
quantitative mapping of the magnetic stray field emerging from a
single vortex, which we performed on sample A. We focused on a
spatially isolated vortex and conducted a scan with our NV magnet-
ometer, and obtained BNV by measuring the Zeeman splitting in
optically detected ESR (Fig. 1b) at each pixel of the scan. The
vortex was nucleated as before, and imaging was performed in a
bias field Bbias = 0.45 mT, which we applied along the y axis to deter-
mine the sign of the measured fields. Bbias was chosen to be strong
enough to induce a sizeable ESR splitting, but weak enough not to
generate in-plane vortices in the superconductor. The resulting
image (Fig. 3a) yields a map of the projection of the vortex stray
field Bvortex(x,y,z) onto the NV spin quantization axis, eNV =
(0,√2,1)/√3 (which we determined independently before the scan;
see Supplementary Section IV). The non-zero angle between eNV
and the sample normal ez leads to an asymmetry in the observed
stray-field image, which would otherwise be rotationally symmetric
in the x–y plane. (Note that, due to strong twinning in our thin-film
sample, the in-plane London penetration depth λL is essentially iso-
tropic.) Our quantitative image allows us to directly determine the
magnetic flux enclosed by the vortex in the scanning range,
ΦB,meas≈ 0.79 mT μm2, by spatial integration of the data in Fig. 3a.
This value is consistent with the vortex carrying a total flux of Φ0,
where we would expect a measured flux of Φ0/η≈ 0.83 mT μm2,
where η≈ 2.49 is a numerically derived correction factor originating
from the finite area covered by the scan (Supplementary Section III).

The outstanding stability of our cryogenic NV magnetometer
further allowed us to perform a full, three-dimensional mapping of
eNV·Bvortex(x,y,z). To that end, we scanned the sample at well-
defined distances of ztip = 50 and 100 nm from the diamond tip.
The resulting slices of Bvortex(x,y,z = zNV) (Fig. 3b), together with an
independently measured map of Bvortex(x,y,z) along an x–z plane
(Fig. 3c), provide complete, quantitative information about the stray
magnetic field emerging from the vortex. Importantly, our data
show variations in Bvortex(x,y,z) down to the smallest values of z
(where ztip ≈ 0), which provides evidence that our imaging is not
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NA¼ 0.7). Microwave radiation for coherent NV spin manipulation
was applied using a gold bonding wire attached in proximity to the
NV centre (see Methods).

Figure 2a shows a confocal scan under green laser illumination
(excitation wavelength, 532 nm) of a typical single scanning NV
device. The bright photon emission emerging from the nanopillar
(white circle) originates from a single NV centre, as indicated by
the pronounced dip in the photon-autocorrelation measurement
(Fig. 2b) and the characteristic signature of optically detected NV
electron-spin resonance (ESR)15 (Fig. 2c), all obtained on the
same device. Importantly, we confirm that photon waveguiding
through the nanopillar18 persists despite the close proximity of the
NV to the tip of our fabricated nanopillar devices. For example,
the data in Fig. 2c were obtained at 100 mW excitation power
and demonstrate single NV counts approaching 2.2 × 105

counts per second (c.p.s.)—an approximately fivefold increase in
detected fluorescence intensity compared to an NV observed
under similar conditions in an unpatterned diamond sample. We
thus significantly increase the fluorescence signal strength from
the scanning NV and at the same time minimize exposure of the
samples to green excitation light, which is especially relevant for
possible biological or low-temperature applications of the scanning
NV sensor.

Using well-established techniques for coherent NV-spin
manipulation20, we characterized the spin coherence time T2 of
the same NV centre studied so far. Spin-coherence sets the NV sen-
sitivity to magnetic fields and limits the number of coherent oper-
ations that can be performed on an NV spin; it is therefore an
essential figure of merit for applications in magnetic-field
imaging4 and quantum information processing9. Using a Hahn-
echo pulse sequence, we measured the characteristic single NV

coherence decay21 shown in Fig. 2d; from the decay envelope we
deduce a spin coherence time of T2¼ 74.8 ms. We note that this
T2 time is consistent4 with the density of implanted nitrogen ions
(3 × 1011 cm22) and conclude that our device fabrication procedure
fully preserves NV spin coherence. Combining measurements of the
T2 time with the fluorescence count rate and NV spin readout con-
trast as obtained in Fig. 2, we obtain a maximal ‘a.c.’ magnetic field
sensitivity4 of 56 nT Hz21/2 at a frequency of 33 kHz and (based
on data in Fig. 2c) a ‘d.c.’ sensitivity of 6.0 mT Hz21/2. We note
that both a.c. and d.c. magnetic field sensitivities could be further
improved by using spin-decoupling sequences22 and optimized
parameters for spin readout23, respectively.

To characterize the resolving power of the scanning NV sensor,
we imaged a nanoscale magnetic memory medium consisting of bit
tracks of alternating (out-of-plane) magnetization with various bit
sizes. Figure 3 illustrates our method and results. The scanning
NV sensor operated in a mode that imaged contours of constant
magnetic field strength (BNV) along the NV axis through the con-
tinuous monitoring of red NV fluorescence, in the presence of an
ESR driving field of fixed frequency vMW and typical magnitude
BMW ≈ 2 G (as determined from NV Rabi oscillations, not
shown). We detuned vMW by dMW from the bare NV spin transition
frequency vNV, but local magnetic fields due to the sample changed
this detuning during image acquisition. In particular, when local
fields brought the spin transition of the NV into resonance with
vMW, we observed a drop in NV fluorescence rate, which in the
image yielded a contour of constant of BNV¼ dMW/gNV, with
gNV¼ 2.8 MHz G21 being the NV gyromagnetic ratio. We simul-
taneously acquired two such images by applying radiofrequency
sidebands to vNV with dMW¼+10 MHz (dark and bright arrows
in Fig. 3c). Normalization of the pixel values in the two data sets
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Figure 1 | Experimental set-up and probe fabrication for the scanning NV sensor. a, Schematic of the set-up, consisting of a combined optical and atomic
force microscope (AFM). We use a 532 nm laser (green arrows) to address the scanning NV centre through its red fluorescence (red arrows). The scanning
NV centre resides in a diamond nanopillar (inset) and its proximity to the sample is maintained by means of AFM feedback. b, SEM image of a single-
crystalline diamond nanopillar probe (false colour coded in red) with a single NV centre in its tip (see Fig. 2). c, Brief depiction of the fabrication process for
scanning single-crystalline diamond NV sensors. Electron-beam lithography is used to define nanopillars and platforms from the top and bottom sides of a
few-micrometre thin diamond membrane. Patterns are then transferred to the diamond by reactive ion etching. d, SEM image of a finalized array of diamond
platforms with nanopillars. In all panels, dotted rectangles highlight diamond nanopillars.
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limited by the size of the detector. In fact, our magnetometer can
detect changes in Bvortex(x,y,z) with a resolution determined by the
spatial extent of the NV’s electronic wavefunction, that is, on length
scales of <1 nm. As a result, our imaging resolution for magnetic tex-
tures on a sample surface is set by zNV (the NV–surface distance,
Fig. 2a), which in contact is ∼10 nm (ref. 21; also see below). For
the present sample, the distance between NV and superconductor
is further increased due to the capping layer to ∼30 nm.

A central distinguishing feature of NV magnetometry is its ability
to provide quantitative measures of magnetic fields on the nanoscale.
Here, this feature allows us to test and discriminate existing models
for vortex stray fields and to determine the local properties of our
superconducting sample. We conducted separate, high-resolution
line-scans of Bvortex(x,y,z) along the symmetry axes of an individual
vortex (nucleated by field cooling in Bf .c.

z = 0.2 mT) in sample B.
The resulting measurements of Bvortex(x) and Bvortex(y) (Fig. 4a,b,
respectively) form the basis for our subsequent, quantitative analysis.

The spatial evolution of Bvortex is given by the distribution of
supercurrents encircling the vortex in the plane of the superconduc-
tor. By virtue of the Meissner effect, the field lines generated by these
supercurrent loops cannot close in the plane of the superconductor
away from the vortex, and Bvortex therefore has to resemble a mono-
pole far from the superconductor. A detailed analysis of this vortex
far field yields a virtual magnetic monopole of strength 2Φ0, located
a distance λL below the superconductor surface12,13,22. Although
widely used in the literature, this monopole approximation has
the drawback that it does not allow an independent determination
of λL and zNV (that is, changes in λL cannot be distinguished from
changes in zNV), and that it breaks down for zNV≪ Λ, where
Λ = 2λL

2/dYBCO is the Pearl length. Indeed, in our attempts to fit
the data (keeping eNV and Φ0 fixed and varying the vortex position),
the monopole failed to yield a satisfactory fit (Fig. 4a,b, green dashed
lines). This discrepancy is a consequence of the close proximity of
the NV to the sample and is an opportunity to test the validity of
more refined models for vortex stray fields.

A more accurate description of the vortex stray field is offered by
Pearl’s approach13,22 to obtain the distribution of superconducting
currents (and thereby the stray magnetic field) around vortices in
thin-film superconductors. The resulting fit of this Pearl-vortex
stray field to our data (Fig. 4a,b, blue lines) indeed shows excellent
quantitative agreement. Importantly, and in contrast to the mono-
pole approximation, this fit, paired with the high signal-to-noise

ratio of our data, allows us to independently determine λL and
hNV, the vertical distance between the NV and the Pearl vortex
at the centre of the YBCO film. To our knowledge, this is the first
time such an independent determination of these quantities
has been done in a vortex imaging experiment12,14,15. From the
fit (Supplementary Section III), we find Λ = 840 ± 20 nm and
hNV = 104 ± 2 nm. Here, hNV is related to the net NV-to-sample
standoff distance zNV = hNV – dYBCO/2 – dcap = 9 ± 3.5 nm. For
samples without a capping layer, zNV thus represents the ultimate
imaging resolution we can currently achieve with our magnet-
ometer. Our measurement of Λ yields a bulk penetration depth of
λL = 251 ± 14 nm, which is consistent with previously reported
values12,23 and provides proof of the validity of our model
and method.

The analysis of our experimental data provides an example of the
great potential the quantitative aspects of NV magnetometry hold
for future applications in studying complex condensed-matter
systems. Our quantitative fits have allowed us to locally determine
the absolute value of λL, a quantity that is notoriously hard to
measure6 but of high interest due to its direct link to the structure
of the superconducting gap8. Furthermore, our analysis has
allowed us to draw a clear distinction between two alternative
models for vortex stray fields. In analogy, such analysis should in
the future allow us to discriminate between competing models for
magnetic order in a variety of condensed-matter systems24,25.
The non-invasiveness of the probe will be a key requirement and
warrants discussion of the potential, unwanted heating effects due
to NV laser excitation and microwave driving. For YBCO, we
repeated vortex imaging with increasing laser powers, and even
with the highest values of ∼2 mW (Supplementary Section VI) we
were able to image vortices without observing signs of ‘vortex
dragging’12. For even more fragile samples, there is ample margin
to further reduce potential heating effects by using resonant NV
laser excitation (requiring nW power levels26), all-optical spin
manipulation27 to eliminate microwaves, or pulsed ESR detection28

with projected laser duty cycles of <1% for the longest reported NV
coherence times29. The resulting, sub-nW average heating powers
we project compare favourably to established approaches to study-
ing strongly correlated electron systems25 at ultralow temperatures.

In conclusion, we have presented the first demonstration of a
scanning NV magnetometer operating under cryogenic conditions.
We have combined nanoscale spatial resolution and quantitative,
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FIG. 1: (a) Schematic of the tunable microcavity contain-
ing a thin diamond membrane. Both the antinode location
and resonance frequency of the microcavity mode can be
tuned in situ. (b) Photoluminescence excitation (PLE) scans
of near-surface (68 nm) NV centers in unprocessed diamond
(filled blue circles, Pred = 3nW) and in microstructured
(td  1µm) diamond (open red circles, Pred = 100 nW) yield-
ing zero-phonon linewidths of ⇠ 100MHz and ⇠ 1GHz, re-
spectively. (c) Micro-structured diamond. (d) Detaching a
20⇥20µm2 membrane using a micromanipulator. (e) Images
(recorded with a wavelength out with the DBR stopband) of
the diamond–microcavity demonstrating the in situ control of
the lateral position. The arrows indicate the position of the
concave top mirror.

ically su↵er from significant line broadening due to their
close proximity to fluctuating charges at the surface.
These spectral fluctuations are so severe that schemes in-
volving photon-based entanglement swapping have only
been successfully implemented using high-purity single-
crystalline diamond material [26, 27].

We present here deterministic enhancement of the ZPL
emission rate from single NV centers with narrow ZPL
linewidths (⇠ 1GHz) by resonant coupling to a high-Q
microcavity mode. We demonstrate an increase of the
probability of ZPL emission to ⇠ 46%. Two principles
have guided our work. First, at this stage of diamond-
based quantum technology, in situ tuning of both mi-
crocavity frequency and anti-node position is extremely
valuable. We have therefore opted for a miniaturized
Fabry-Pérot microcavity [Fig. 1(a)]. Secondly, we use ul-
trapure diamond material with minimal processing in or-
der to ensure good NV optical properties. Specifically,
thin diamond membranes are created out of high pu-
rity, single-crystalline chemical vapor deposition (CVD)
diamond. As starting material, we employ commercially
available CVD diamond (Element 6, (100)-orientation)
and introduce NV centers at a target depth of 68 nm
by nitrogen implantation (14N, 55 keV, 2 · 109 ions/cm2,
straggle 16 nm). Using multi-step high-temperature an-

nealing, NV centers with close to lifetime-limited emis-
sion linewidths can be created [28]. Here, photolumines-
cence excitation (PLE) scans of NVs in the starting mate-
rial yield ZPL linewidths of <⇠ 100MHz at 4K [Fig. 1(b)].
Membranes of thickness t

d

<⇠ 1µm (with typical lat-
eral dimensions 20 ⇥ 20µm2) and surface roughness of
<⇠ 0.3 nm are fabricated from this starting material by
plasma etching and microstructuring [29–31] [Fig. 1(c)].
Using a micro-manipulator, we break out membranes
[Fig. 1(d)] and transfer them to a planar mirror to which
they adhere by van der Waals forces [31] [Fig. 1(e)]. Indi-
vidual NV centers in the membranes have PLE linewidths
of ⇠ 1GHz [Fig. 1(b)] increased above the linewidths in
the starting material, but still much lower than typi-
cal linewidths in diamond nanocrystals. Notably, these
linewidths are smaller than the ground state spin triplet
splitting of 2.87GHz, an essential feature for quantum
information applications [16].

The miniaturized Fabry-Pérot cavity consists of a
plane bottom mirror and a concave top mirror with ra-
dius of curvature R = 16µm [Fig. 1(a)]. The curved
top mirror is fabricated by creating a concave depression
in a silica substrate with laser ablation followed by mir-
ror coating [19, 20, 32]. Both bottom and top mirrors
are distributed Bragg reflectors (DBRs) with reflectivity
> 99.99%. The bare cavity has a finesse F >⇠ 10 000. The
microcavity can be tuned in situ with a set of three-axis
nanopositioners [Fig. 1(e)]. Additionally, the entire mi-
crocavity can be moved in situ with respect to a fixed ob-
jective lens, which allows for optimizing mode-matching
between the external excitation/detection mode and the
microcavity mode [19–21]. The compact cavity design fa-
cilitates low temperature experiments in a liquid helium
bath cryostat.

Figure 2(a) shows photoluminescence (PL) from the
diamond membrane-microcavity while detuning the
width of the air-gap L. The spectra are recorded for
the lowest attainable fundamental microcavity mode that
comes into resonance with the di↵erent ZPL transitions.
Notably here, the two orthogonal cavity polarizations are
degenerate, which allows for full control over the light
polarization. The mirrors are almost in physical contact
such that L is dominated by the depth of the curved top
mirror (⇠ 1µm). Spectra were recorded on detuning the
microcavity by changing the membrane–top mirror sep-
aration, and hence L. Weak PL is observed at all L and
arises from broadband emission from the diamond mem-
brane. It allows the L-dependence of the microcavity
mode to be characterized [Fig. 2(a)].

In addition to the weak broadband emission displayed
in Fig. 2(a), there are sharp features at specific L which
we assign to individual ZPL transitions. The PL from
ZPL2 at L = 1.96µm is shown for di↵erent air-gap
detunings �L in Fig. 2(b). We fit a Voigt profile to
the resonance (the Gaussian component accounts for the
low-frequency acoustic noise). The FWHM Lorentzian
contribution of �

L

= 60.6 pm yields a finesse of F =
5260. We determine the Q-factor of the cavity according

D. Riedel, et al. arXiv:1703.00815v1 
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exhibits spin-dependent photoluminescence, even at room temperature, enabling
optical detection of electronic spin resonance. After continued illumination, the
nitrogen-vacancy spin is pumped into the ground state ms = 0. b, Crystal
structure of diamond with a (111) nitrogen-vacancy centre. A static bias field B? is
applied perpendicular to the 111 axis, and small magnetic fields aligned with the
111 axis are detected as the signal. c, A nanocrystal of diamond at the end of a
waveguide for photon collection, with resolution limited by the size of the crystal.
d, A macroscopic sample of diamond, with resolution limited by optics, enables high
spatial resolution and signal-to-noise. A green laser produces spin-dependent
photoluminescence, detected by measuring red light imaged onto a CCD.

Increasing the interrogation time ⌧ improves the sensitivity
until random (environmental) perturbations lead to decay of the
free-precession signal. In the case of solid-state spin systems, the
coherence is limited by interactions with nearby lattice nuclei and
paramagnetic impurities, resulting in an ensemble dephasing time
T⇤

2 . Furthermore, there will be a finite number of fluorescence
photons collected and detected, leading to extra photon shot noise,
and a finite contrast to the Ramsey fringes. We describe these eVects
by a single parameter C  1, which approaches unity for ideal,
single-shot readout (see Methods section). The optimum sensitivity
of a magnetometer based on a single electronic spin, achieved for
⌧ ⇠ T⇤

2 , is given by

⌘d.c. ⇡ h̄

gµBC
p

T⇤
2

.

For current experiments15, with detection eYciency ⇠10�3,
C ⇡ 0.05 and T⇤

2 ⇠ 1 µs. This yields an optimal sensitivity
⇠1 µT Hz�1/2. Improving the collection eYciency by using a
tapered fibre or a plasmonic waveguide20 to ⌘ ⇠ 5% yields C ⇡ 0.3
and leads to a sensitivity ⇠120 nT Hz�1/2.

Coherent control techniques can improve the sensitivity for a.c.
fields. Owing to the long correlation times characteristic of dipolar
interactions between spins in systems such as diamond—the
principal source of dephasing—spin echo techniques can markedly
extend the coherence time. Specifically, by adding an extra
microwave ⇡ pulse to the Ramsey sequence at time ⌧/2, the
Hahn echo sequence (Fig. 2a) removes the eVect of environmental
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, where nc is the number of repetitions of the paired ⇡
pulses. For small accumulated phases, a signal linear in the field can also be
obtained with all pulses along the x direction if a reference field Bref sin(2⇡t/⌧ ) is
added. b, d.c. and a.c. sensitivity to magnetic fields for a single nitrogen-vacancy
centre as a function of signal frequency, ⌫. Also shown is the expected performance
of CPMG composite pulse sequences, with the optimum nc as described in Methods
section. Parameters used assume carbon-13-limited coherence with T ⇤

2 = 1µs
(ref. 13), T2 = 300µs (ref. 15), t

m

= 1µs, C= 0.3, T1 = 20ms (ref. 18) and an
error per pulse of 1%.

perturbations with a correlation time that is long compared
with ⌧. Thus, a signal field b(t) oscillating in-phase with the
pulse sequence produces an overall additive phase shift, leading
to a total phase accumulation, �� = (gµB/h̄)[R ⌧/2

0
b(t) dt �R ⌧

⌧/2
b(t) dt]. For a signal field of frequency ⌫ and initial phase

'0, b(t) = b sin(⌫t + '0), this yields �� = (gµB/h̄)b⌧f (⌫⌧,'0),
with f (x,'0) = (sin2(x/4)cos(x/2+'0)/x/4). In essence, the
spin echo enables us to extend the interrogation time ⌧ from the
limit set by T⇤

2 up to a value T2 that is close to the intrinsic spin
coherence time, at the cost of a reduced bandwidth and insensitivity
to frequencies ⇠<1/T2. For maximal response to continuous-wave
signals with known frequency and phase (assuming small b), we
find ⌧ = 2⇡/⌫ and '0 = 0 to be optimal. For signals with a time
dependence that is a priori unknown, it is useful to measure
the signal variance, which provides equivalent performance (see
Methods section). In either case, the sensitivity is improved by
⇡p

T⇤
2 /T2:

⌘a.c. ⇡ ⇡h̄

2gµBC
p

T2

.

The optimum sensitivity is achieved only for fields oscillating
near ⌫ ⇠ 1/T2. However, these results can be easily extended to
higher frequency signals. In particular, for signal field oscillation
periods shorter than the dephasing time, the interrogation time
need not be restricted to the duration of one period, but can
be multiples of it. Then, composite pulse sequences such as
the Carr–Purcell–Meiboom–Gill21 (CPMG) sequence may perform
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against one another. The studied samples (Fig. 2a) consisted of a
thin, single-crystalline film of YBCO (thickness dYBCO), which was
grown epitaxially on a SrTiO3 (STO) substrate (see Methods). To
prevent degradation of the superconducting properties of the
YBCO, the films were covered with a protective capping layer (thick-
ness dcap). Two samples were studied (denoted ‘A’ and ‘B’), with
dYBCO = 100 nm (150 nm) and dcap = 60 nm (20 nm), respectively
(table in Fig. 2a). The samples were mounted close to a stripline
for microwave (MW) delivery for NV spin manipulation and a
heater for temperature control. A gold bonding wire was placed
within a few micrometres of the sample, and was connected to the
microwave leads for ESR driving. To nucleate the vortices we
field-cooled the samples from a temperature T >Tc to the system
base temperature in an external magnetic field (Bf .c.

z = 0.4 mT),
which we applied normal to the sample surface.

To image the resulting vortex distribution, we first obtained a
large-area isomagnetic field image using a scanning NV magnet-
ometer. To this end, we fixed the microwave driving frequency
vMW to the zero-field NV-ESR frequency of vESR = 2.87 GHz and
scanned the sample below the stationary NV, the fluorescence of
which was constantly interrogated. Whenever a vortex was
scanned below the NV, the vortex stray magnetic field shifted vESR
away from vMW, resulting in an increase in the NV fluorescence
rate. Bright spots in Fig. 2b therefore signal the presence of individ-
ual vortices in the sample. Given the cooling field of Bf .c.

z = 0.4 mT
and the magnetic flux-quantum Φ0 = h/2e = 2.07 mT μm2 (where h
is Planck’s constant and e is the electron charge), one expects a

vortex density of Bf .c.
z /Φ0 = 0.19 μm−2, that is, 43 vortices in the

scan range of 15 μm × 15 μm, in fair agreement with the 27 vortices
observed in Fig. 2.

Further insight into individual vortices can be gained by full,
quantitative mapping of the magnetic stray field emerging from a
single vortex, which we performed on sample A. We focused on a
spatially isolated vortex and conducted a scan with our NV magnet-
ometer, and obtained BNV by measuring the Zeeman splitting in
optically detected ESR (Fig. 1b) at each pixel of the scan. The
vortex was nucleated as before, and imaging was performed in a
bias field Bbias = 0.45 mT, which we applied along the y axis to deter-
mine the sign of the measured fields. Bbias was chosen to be strong
enough to induce a sizeable ESR splitting, but weak enough not to
generate in-plane vortices in the superconductor. The resulting
image (Fig. 3a) yields a map of the projection of the vortex stray
field Bvortex(x,y,z) onto the NV spin quantization axis, eNV =
(0,√2,1)/√3 (which we determined independently before the scan;
see Supplementary Section IV). The non-zero angle between eNV
and the sample normal ez leads to an asymmetry in the observed
stray-field image, which would otherwise be rotationally symmetric
in the x–y plane. (Note that, due to strong twinning in our thin-film
sample, the in-plane London penetration depth λL is essentially iso-
tropic.) Our quantitative image allows us to directly determine the
magnetic flux enclosed by the vortex in the scanning range,
ΦB,meas≈ 0.79 mT μm2, by spatial integration of the data in Fig. 3a.
This value is consistent with the vortex carrying a total flux of Φ0,
where we would expect a measured flux of Φ0/η≈ 0.83 mT μm2,
where η≈ 2.49 is a numerically derived correction factor originating
from the finite area covered by the scan (Supplementary Section III).

The outstanding stability of our cryogenic NV magnetometer
further allowed us to perform a full, three-dimensional mapping of
eNV·Bvortex(x,y,z). To that end, we scanned the sample at well-
defined distances of ztip = 50 and 100 nm from the diamond tip.
The resulting slices of Bvortex(x,y,z = zNV) (Fig. 3b), together with an
independently measured map of Bvortex(x,y,z) along an x–z plane
(Fig. 3c), provide complete, quantitative information about the stray
magnetic field emerging from the vortex. Importantly, our data
show variations in Bvortex(x,y,z) down to the smallest values of z
(where ztip ≈ 0), which provides evidence that our imaging is not
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Figure 1 | Basis of NV magnetometry and overview of experimental
apparatus. a, Ground-state spin levels of the negatively charged diamond
NV centre, which exhibit spin-dependent fluorescence rates (red circles) and
optical spin pumping under green excitation (see main text). Microwave
magnetic fields of frequency vESR can drive ESR, which is optically
detectable. b, Typical NV ESR trace obtained from a single NV in a diamond
scanning probe at 4.2 K. Fluorescence count rate, ESR contrast and linewidth
yield a magnetic field sensitivity of 11.9 μT Hz−1/2. c, Layout of the cryogenic,
scanning NV magnetometer. Tip and sample scanning are enabled by three-
axis coarse and fine positioning units, and NV fluorescence is collected
through a tailor-made low-temperature objective. The microscope is kept in
a liquid 4He bath at a temperature of 4.2 K. d, False-colour electron
microscope image of an all-diamond scanning probe, as used here. The NV
sensor spin is located at the apex of the nanopillar visible in the centre of
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Figure 2 | Ensemble vortex imaging and sample design. a, Layout of sample
and scanning NV sensor. The superconducting YBCO film (thickness dYBCO)
was grown on an STO substrate (see text and Methods) and covered by a
protective layer (thickness dcap). Key parameters for samples A and B are
summarized in the table. The red arrow and blue structure indicate the NV
spin and diamond nanopillar, respectively, at distances zNV and ztip from the
sample surface. b, Isomagnetic field image of an ensemble of vortices in
sample A imaged at B = 0 after field-cooling in Bf.c.z = 0.4 mT. The
microwave driving frequency vMW was fixed to the zero-field NV ESR at
2.87 GHz, and NV fluorescence was monitored while scanning the sample.
Bright areas indicate regions where the NV Zeeman shift exceeds the ESR
half linewidth of 6 MHz, that is, where BNV > 0.22 mT.
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limited by the size of the detector. In fact, our magnetometer can
detect changes in Bvortex(x,y,z) with a resolution determined by the
spatial extent of the NV’s electronic wavefunction, that is, on length
scales of <1 nm. As a result, our imaging resolution for magnetic tex-
tures on a sample surface is set by zNV (the NV–surface distance,
Fig. 2a), which in contact is ∼10 nm (ref. 21; also see below). For
the present sample, the distance between NV and superconductor
is further increased due to the capping layer to ∼30 nm.

A central distinguishing feature of NV magnetometry is its ability
to provide quantitative measures of magnetic fields on the nanoscale.
Here, this feature allows us to test and discriminate existing models
for vortex stray fields and to determine the local properties of our
superconducting sample. We conducted separate, high-resolution
line-scans of Bvortex(x,y,z) along the symmetry axes of an individual
vortex (nucleated by field cooling in Bf .c.

z = 0.2 mT) in sample B.
The resulting measurements of Bvortex(x) and Bvortex(y) (Fig. 4a,b,
respectively) form the basis for our subsequent, quantitative analysis.

The spatial evolution of Bvortex is given by the distribution of
supercurrents encircling the vortex in the plane of the superconduc-
tor. By virtue of the Meissner effect, the field lines generated by these
supercurrent loops cannot close in the plane of the superconductor
away from the vortex, and Bvortex therefore has to resemble a mono-
pole far from the superconductor. A detailed analysis of this vortex
far field yields a virtual magnetic monopole of strength 2Φ0, located
a distance λL below the superconductor surface12,13,22. Although
widely used in the literature, this monopole approximation has
the drawback that it does not allow an independent determination
of λL and zNV (that is, changes in λL cannot be distinguished from
changes in zNV), and that it breaks down for zNV≪ Λ, where
Λ = 2λL

2/dYBCO is the Pearl length. Indeed, in our attempts to fit
the data (keeping eNV and Φ0 fixed and varying the vortex position),
the monopole failed to yield a satisfactory fit (Fig. 4a,b, green dashed
lines). This discrepancy is a consequence of the close proximity of
the NV to the sample and is an opportunity to test the validity of
more refined models for vortex stray fields.

A more accurate description of the vortex stray field is offered by
Pearl’s approach13,22 to obtain the distribution of superconducting
currents (and thereby the stray magnetic field) around vortices in
thin-film superconductors. The resulting fit of this Pearl-vortex
stray field to our data (Fig. 4a,b, blue lines) indeed shows excellent
quantitative agreement. Importantly, and in contrast to the mono-
pole approximation, this fit, paired with the high signal-to-noise

ratio of our data, allows us to independently determine λL and
hNV, the vertical distance between the NV and the Pearl vortex
at the centre of the YBCO film. To our knowledge, this is the first
time such an independent determination of these quantities
has been done in a vortex imaging experiment12,14,15. From the
fit (Supplementary Section III), we find Λ = 840 ± 20 nm and
hNV = 104 ± 2 nm. Here, hNV is related to the net NV-to-sample
standoff distance zNV = hNV – dYBCO/2 – dcap = 9 ± 3.5 nm. For
samples without a capping layer, zNV thus represents the ultimate
imaging resolution we can currently achieve with our magnet-
ometer. Our measurement of Λ yields a bulk penetration depth of
λL = 251 ± 14 nm, which is consistent with previously reported
values12,23 and provides proof of the validity of our model
and method.

The analysis of our experimental data provides an example of the
great potential the quantitative aspects of NV magnetometry hold
for future applications in studying complex condensed-matter
systems. Our quantitative fits have allowed us to locally determine
the absolute value of λL, a quantity that is notoriously hard to
measure6 but of high interest due to its direct link to the structure
of the superconducting gap8. Furthermore, our analysis has
allowed us to draw a clear distinction between two alternative
models for vortex stray fields. In analogy, such analysis should in
the future allow us to discriminate between competing models for
magnetic order in a variety of condensed-matter systems24,25.
The non-invasiveness of the probe will be a key requirement and
warrants discussion of the potential, unwanted heating effects due
to NV laser excitation and microwave driving. For YBCO, we
repeated vortex imaging with increasing laser powers, and even
with the highest values of ∼2 mW (Supplementary Section VI) we
were able to image vortices without observing signs of ‘vortex
dragging’12. For even more fragile samples, there is ample margin
to further reduce potential heating effects by using resonant NV
laser excitation (requiring nW power levels26), all-optical spin
manipulation27 to eliminate microwaves, or pulsed ESR detection28

with projected laser duty cycles of <1% for the longest reported NV
coherence times29. The resulting, sub-nW average heating powers
we project compare favourably to established approaches to study-
ing strongly correlated electron systems25 at ultralow temperatures.

In conclusion, we have presented the first demonstration of a
scanning NV magnetometer operating under cryogenic conditions.
We have combined nanoscale spatial resolution and quantitative,
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FIG. 1: (a) Schematic of the tunable microcavity contain-
ing a thin diamond membrane. Both the antinode location
and resonance frequency of the microcavity mode can be
tuned in situ. (b) Photoluminescence excitation (PLE) scans
of near-surface (68 nm) NV centers in unprocessed diamond
(filled blue circles, Pred = 3nW) and in microstructured
(td  1µm) diamond (open red circles, Pred = 100 nW) yield-
ing zero-phonon linewidths of ⇠ 100MHz and ⇠ 1GHz, re-
spectively. (c) Micro-structured diamond. (d) Detaching a
20⇥20µm2 membrane using a micromanipulator. (e) Images
(recorded with a wavelength out with the DBR stopband) of
the diamond–microcavity demonstrating the in situ control of
the lateral position. The arrows indicate the position of the
concave top mirror.

ically su↵er from significant line broadening due to their
close proximity to fluctuating charges at the surface.
These spectral fluctuations are so severe that schemes in-
volving photon-based entanglement swapping have only
been successfully implemented using high-purity single-
crystalline diamond material [26, 27].

We present here deterministic enhancement of the ZPL
emission rate from single NV centers with narrow ZPL
linewidths (⇠ 1GHz) by resonant coupling to a high-Q
microcavity mode. We demonstrate an increase of the
probability of ZPL emission to ⇠ 46%. Two principles
have guided our work. First, at this stage of diamond-
based quantum technology, in situ tuning of both mi-
crocavity frequency and anti-node position is extremely
valuable. We have therefore opted for a miniaturized
Fabry-Pérot microcavity [Fig. 1(a)]. Secondly, we use ul-
trapure diamond material with minimal processing in or-
der to ensure good NV optical properties. Specifically,
thin diamond membranes are created out of high pu-
rity, single-crystalline chemical vapor deposition (CVD)
diamond. As starting material, we employ commercially
available CVD diamond (Element 6, (100)-orientation)
and introduce NV centers at a target depth of 68 nm
by nitrogen implantation (14N, 55 keV, 2 · 109 ions/cm2,
straggle 16 nm). Using multi-step high-temperature an-

nealing, NV centers with close to lifetime-limited emis-
sion linewidths can be created [28]. Here, photolumines-
cence excitation (PLE) scans of NVs in the starting mate-
rial yield ZPL linewidths of <⇠ 100MHz at 4K [Fig. 1(b)].
Membranes of thickness t

d

<⇠ 1µm (with typical lat-
eral dimensions 20 ⇥ 20µm2) and surface roughness of
<⇠ 0.3 nm are fabricated from this starting material by
plasma etching and microstructuring [29–31] [Fig. 1(c)].
Using a micro-manipulator, we break out membranes
[Fig. 1(d)] and transfer them to a planar mirror to which
they adhere by van der Waals forces [31] [Fig. 1(e)]. Indi-
vidual NV centers in the membranes have PLE linewidths
of ⇠ 1GHz [Fig. 1(b)] increased above the linewidths in
the starting material, but still much lower than typi-
cal linewidths in diamond nanocrystals. Notably, these
linewidths are smaller than the ground state spin triplet
splitting of 2.87GHz, an essential feature for quantum
information applications [16].

The miniaturized Fabry-Pérot cavity consists of a
plane bottom mirror and a concave top mirror with ra-
dius of curvature R = 16µm [Fig. 1(a)]. The curved
top mirror is fabricated by creating a concave depression
in a silica substrate with laser ablation followed by mir-
ror coating [19, 20, 32]. Both bottom and top mirrors
are distributed Bragg reflectors (DBRs) with reflectivity
> 99.99%. The bare cavity has a finesse F >⇠ 10 000. The
microcavity can be tuned in situ with a set of three-axis
nanopositioners [Fig. 1(e)]. Additionally, the entire mi-
crocavity can be moved in situ with respect to a fixed ob-
jective lens, which allows for optimizing mode-matching
between the external excitation/detection mode and the
microcavity mode [19–21]. The compact cavity design fa-
cilitates low temperature experiments in a liquid helium
bath cryostat.

Figure 2(a) shows photoluminescence (PL) from the
diamond membrane-microcavity while detuning the
width of the air-gap L. The spectra are recorded for
the lowest attainable fundamental microcavity mode that
comes into resonance with the di↵erent ZPL transitions.
Notably here, the two orthogonal cavity polarizations are
degenerate, which allows for full control over the light
polarization. The mirrors are almost in physical contact
such that L is dominated by the depth of the curved top
mirror (⇠ 1µm). Spectra were recorded on detuning the
microcavity by changing the membrane–top mirror sep-
aration, and hence L. Weak PL is observed at all L and
arises from broadband emission from the diamond mem-
brane. It allows the L-dependence of the microcavity
mode to be characterized [Fig. 2(a)].

In addition to the weak broadband emission displayed
in Fig. 2(a), there are sharp features at specific L which
we assign to individual ZPL transitions. The PL from
ZPL2 at L = 1.96µm is shown for di↵erent air-gap
detunings �L in Fig. 2(b). We fit a Voigt profile to
the resonance (the Gaussian component accounts for the
low-frequency acoustic noise). The FWHM Lorentzian
contribution of �

L

= 60.6 pm yields a finesse of F =
5260. We determine the Q-factor of the cavity according
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